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Stopping control is very important in public transportation systems. It is used to precisely match where a vehicle is
boarded at a station and the positions of the doors of the vehicle. Although it is necessary to estimate self-localization
with high accuracy, the cost of implementing it using balises, which is currently popular, is very high. To accelerate the
introduction of stopping control to public transportation systems, a low-cost self-localization estimation technology is
required. We propose a vision-based self-localization method for underground railway, which does not use expensive
balises as that in conventional method. The method uses image recognition to calculate the relative distance to a ground
target, whose position is known, and estimates the position of a vehicle from the absolute position of the target and the
relative distance. In this paper, we evaluate the accuracy of the self-localization estimation using the proposed method
under outdoor conditions that are more severe compared with underground conditions. From the results of six trials,
we confirmed that the accuracy of position estimation of all trials satisfied the required accuracy of 0.8 m, when the

distance between the vehicle and ground target was 20 m.
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1. Introduction

In recent years, rapid progress has been made on meth-
ods for the automated driving of automobiles, and there is a
movement to deploy automated driving technology in public
transportation systems. In particular, automated driving sys-
tems can be easily installed in underground railways because
the tracks are exclusive and there is less risk of obstacles.
Since public transportation systems are easy for elderly peo-
ple and users of wheelchairs and strollers to use, the impor-
tance of stopping control has been pointed out . “Stopping
control” controls a vehicle accurately to match the position
where the vehicle is entered in the public transportation sys-
tem and where a passenger waits. In public railways, plat-
form screen doors are being installed to prevent people from
falling from the platform and making contact with a train.
Even when these doors are installed, stopping control is re-
quired to accurately align the opening of the platform screen
doors and the doors of the vehicle. In stopping control for
public transportation systems, an accuracy of within 1 m is
generally required for the stopping position, and highly accu-
rate methods for self-localization estimation are required to
achieve this.

One such method for current public transportation systems
is to use dedicated balises installed on routes. However, this
leads to high costs due to civil engineering work as the balises
need to be installed on the routes, and there are also mainte-
nance costs. There is also technology for self-localization
estimation that uses the global navigation satellite system
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(GNSS), but it cannot be introduced to public transportation
systems running underground.

Therefore, the authors propose a self-localization estima-
tion method that uses image recognition as a method that can
be applied to underground routes with high accuracy and low
cost.

In this paper, we verify the accuracy of the self-localization
estimation of the proposed method in an actual railway envi-
ronment and determine whether it is satisfactory.

2. Related Work

2.1 Stopping Control “Stopping control” controls a
vehicle along a target speed profile and stops the vehicle at a
predetermined position. A system configuration for achiev-
ing this is shown in Fig. 1. The control is composed of three
function blocks: estimating vehicle position, calculating tar-
get speed, and calculating brake command. The processes for
each are as follows.

1) Estimating vehicle-position function: Estimate the ve-
hicle position by integrating the vehicle speed. Since
errors due to integral errors or slips are included, pe-
riodically correct the vehicle position on the basis of
the position information from balises on the ground.

2) Calculating target-speed function: Calculate the target
speed profile from the current vehicle position to the
target stop point.

3) Calculating brake-command function: Calculate the
brake command using proportional control or PID
control so that the vehicle speed follows the target
speed.

A conceptual diagram of stopping control is shown in

Fig. 2. In conventional stopping control, it is common to cor-
rect the vehicle position with a balise. In this method, when
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Fig.2. Conceptual diagram of stopping control

a receiver installed in a vehicle passes over a balise placed
on the ground, the stopping control function receives posi-
tion information from the balise on the ground and updates
the vehicle position. Balises are intermittently installed on
the route, and the vehicle position between two balises is es-
timated by integrating the vehicle speed.

The accuracy of stop positions with stopping control is af-
fected by the error in estimating the position of a vehicle and
the dispersion of stop positions due to proportional control.
As a result of simulating the accuracy of PID control under
various vehicle conditions, it is reported that the dispersion
of stop positions by PID control is a maximum of 0.2m®.
Even in an actual vehicle, the dispersion is within 0.2 m®®.
Therefore, if dispersion due to proportional control is defined
as 0.2 m, to achieve a stopping accuracy of 1 m, the error in
self-localization estimation needs to be 0.8 m or less. There-
fore, in this paper, we define the required self-localization
estimation accuracy as 0.8 m.

2.2 Self-localization Technologies A previous study
on self-location estimation technology is shown in Table 1.
Using balises (Table 1, No. 1) is mainstream in the railway
field, and it is highly accurate in self-localization estimation.
It has high environmental resistance in that the position ac-
curacy does not decrease even in bad weather, such as fog
and snow, or at nighttime. The balise method estimates a
vehicle position from the integration of speed, and it cor-
rects the position periodically with information from balises.
However, as mentioned above, civil engineering work to in-
stall balises on the ground is necessary, and there is a prob-
lem in that the introduction cost is expensive. Using GNSS
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Table 1. Comparison of localization technologies
Method o
Localization
No. (Sensor Features
type) accuracy [m]
1 Balise <0.1 High accuracy
(marker) High performance under
severe conditions
2 GNSS <10 Low cost
+ gyro Abundant knowledge in
automotive field
Unavailable in tunnels
3 LIDAR 0.01-1.7 Accuracy is affected by
environment
Abundant knowledge in
automotive field
4 Millimeter 0.5-1.0 Low cost
wave radar Abundant knowledge in
automotive field
5 Speed <10 Low cost
integration High performance under
+gyro severe conditions
6 Camera 37 per km Low cost
(speed
integration)

is a typical self-localization estimation method in addition
to the balise method. GNSS is used to estimate the abso-
lute position in two dimensions, and there is much research
on self-localization estimation for public transportation sys-
tems with GNSS @, Although such estimation using GNSS
is inexpensive, the positional accuracy can degrade due to
multi-path, and it cannot be used underground. There are
studies that remove the influence of multi-path "” and fusion
gyroscope sensor information on GNSS information when
GNSS does not work well "V (Table 1, No. 2), but the self-
localization estimation accuracy is low.

Self-localization estimation technology using light detec-
tion and ranging (LIDAR) (Table 1, No. 3) is often used
for autonomous cars and robots, and numerous research re-
sults have been reported “>~'?. There is also an example of
estimating the self-localization of public transportation sys-
tems ‘97, At present, it is a problem that the cost of LIDAR
is high.

There is a method ¥ (Table 1, No. 4) in which the speed is
estimated with millimeter waves and self-localization is esti-
mated from the integration of the speed. Although estimating
speed with millimeter waves has an advantage in that it is less
influenced by wheel slips and locks and the wheel diameter
error unlike the general method of estimating a vehicle posi-
tion by integrating vehicle speed, low estimation accuracy is
a problem.

A method that uses the rotation speed of a wheel and an
inertial sensor has been proposed (Table 1, No. 5). 1t"” es-
timates a vehicle position mainly by using the rotation speed
of a wheel and the speed estimated from the acceleration and
angular velocity of the inertial sensor only when wheel slips
and locks occur. However, the estimation accuracy is 10 m,
which is too low to use in stopping control.

There is also research on estimating speed by using image
recognition ®?" (Table 1, No. 6). One method estimates the
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travel distance between equivalent points of two images cap-
tured in a given period of time by image recognition, and it
calculates the vehicle speed on the basis of information on
the travel distance and the travel time. Studies®" applied to
public transportation systems have been reported, but the po-
sition estimation accuracy is 37 m per km, and the error is too
large for application to stopping control.

2.3 Problems The target of this study is an under-
ground railway, but GNSS is not available underground.
Generally, the self-localization accuracy of LIDAR is very
high, but the accuracy of LIDAR tends to be low under
smooth wall conditions like tunnels “°.

3. Proposed Method

3.1 Concept of Proposed Method  In this section, we
describe self-localization estimation technology and the for-
mulation of the relative distance calculation in the proposed
method. We propose a method that uses relative distance in-
formation to ground targets estimated by image recognition
for self-location estimation with high accuracy and low cost.
This method estimates the self-localization by using both the
absolute position of the stopping position target and the rel-
ative distance between the stopping position target and a ve-
hicle. The targets are located at designed positions and that’s
positions are fixed, and the positions are known. Distance
recognition technologies by image recognitions have been
adopted for the relative distance calculation because there
are abundant research cases in the field of automobiles “-*7.
There are also informative researches about image recogni-
tion technologies in railway system, e.g. .

Underground railways are favorable for image recognition
because the illuminance of the environment is stabilized by
lighting, and they are not affected by weather conditions such
as rain.

Figure 3 shows a system configuration of stopping control
using self-localization by image recognition. In the proposed
method, the position information obtained by image recog-
nition processing is used to correct the vehicle position by
using the information from balises. No change occurs in the
function units for estimating vehicle position, calculating tar-
get speed, and calculating brake command, except that the
method of calculating the position information for correction
is different. Therefore, the proposed method has an advan-
tage in that it can be applied without greatly changing the
software of the conventional stopping control. We can use
existing stop target indicators for drivers to estimate the ve-
hicle position, so there is no need to set new targets to the
wayside.

Self-localization is estimated by integrating the speed until
the self-localization estimation by image recognition is exe-
cuted (until the stop target is recognized) as in the conven-
tional method.

3.2 Relative Distance Calculation by Image Process-
ing The method of measuring distance by image recog-
nition will be described. In the proposed method, the relative
distance between a stop target and a vehicle is estimated by
using the area of the stop target detected by an image sen-
sor. That is, the smaller the target area detected by the image
sensor is, the longer the relative distance is. Figure 4 shows
the relationship between the area of the target detected by an
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Fig.3. System configuration of proposed stopping con-
trol system

R Image sensor

(focal length)

Fig.4. Relation of relative distance x and radius of tar-
get area detected by image sensor

image sensor and the relative distance. The following rela-
tionship is derived from Fig. 4.

Here, R is the length of one side of a stop target, f is the
focal length, x is the relative distance, and R;,, is the length
of one side of the stop target detected by an image sensor.
Since R and f in (1) are fixed, R;;, at the relative distance x is
proportional to 1/x. Therefore, the relationship between R;;,¢
and relative distance x is defined by the following formula.

1
Rimg = Cl (;) + C2 .............................. (2)

Here, C; and C, are coeflicients. If the shape of a stop tar-
get is square, the area S;,,, of the stop target detected by the
image sensor is calculated by (3).

Equation (2) is substituted into (3) to obtain (4).

1\? 1
S img :C% (;) +2C1C2(;)+C§ ................ )

The relative distance satisfying the area of the stop target
detected by the image sensor is obtained by solving (5).
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4. Data Acquisition for Evaluation

An image acquisition test was conducted to evaluate the
self-localization estimation accuracy of the proposed method,
and it was carried out under outdoor conditions that are more
severe compared with underground conditions. In this chap-
ter, we describe the test conditions.

4.1 Test Condition  Image data acquisition tests done
outdoors were carried out on railway lines in Hokkaido,
Japan. The weather on the test day was sunny, and it was
cloudy from time to time, and the illuminance changed peri-
odically. The test was conducted seven times in total over 1
hour from 10 o’clock to 11 o’clock.

Figure 5 shows the test vehicle and the camera, which was
installed outside the vehicle. The image size was 1280 x 960
pixels, the sensor size was 1/3-inch CCD, the frame rate was
15 fps, and the focal length was 30 mm.

4.2 Test Procedure  The test was carried out with the
following procedure.

1) The train was stopped 10, 20, 30, 40, and 50 m before
the stop target, and an image of the stop target was
acquired. We also measured the distance to the stop
target (hereinafter referred to as the ground truth of
relative distance) using the measurement at each stop.
Step 1 was carried out seven times in total. Image
data acquisition tests done outdoors were carried out
on railway lines in Hokkaido, Japan. The weather on
the test day was sunny, and it was cloudy from time to
time.

2)

5. Evaluation

5.1 Target Extraction and Target Area Calculation
The method of target extraction is as follows.

1) Converting image data from RGB to HSV.

2) Setting HSV value range.

937

3) Extracting pixels having same HSV value as set HSV
value (H:332-360, S:31-100, V:0-100).

4) Creating mask image.

5) Converting mask image to grayscale image.

6) Converting grayscale image to binary image.

7) Using closing process.

8) Extracting contours of every white pixel cluster.

9) Calculating area of every cluster using its contour.
10) Extracting cluster of maximum area as target.

The calculating of the stop target area from the image data
acquired in the test will be described. First, image data,
which is in the RGB format, is converted into data in the HSV
format, and a binary image, in which pixels having the same
HSV value as the set HSV value are white and the others are
black, is created. H:332-360 and S:31-100, V:0-100 are used
in this paper. We use red as a color of the target because it is
rare color against background of this field. For commercial
use, we determine RGB value for target color to be easily
separated from the background based on image data of a line
where our technology would be installed. Since black noise
was observed in the stop target, the closing process, in which
black sesame noise is removed, was conducted on the binary
image. In the closing process, two processes are conducted
the same number of times: a process for replacing a pixel of
interest with white if there is a white pixel around the pixel
of interest (Dilation) and a process for replacing a pixel of
interest with black if there is a black pixel around the pixel
of interest (Erosion). In this paper, Dilation was carried out
twice; then, Erosion was carried out twice. After the clos-
ing process, the largest white area in the binary image was
extracted as the target detected by the image sensor, and the
number of pixels of the target was measured and set as the
area of the target detected by the image sensor. A recognized
stop target is shown in Fig. 6. Image processing for seven
trials was performed with the same parameters (HSV value,
number of times of conducting closing process). Even when
backlighting and illuminance changed as shown in Fig. 6, the
stop target could be recognized with the same parameters of
image recognition processing.

5.2 Derivation of Relative Distance Calculation For-
mula A quadratic approximation function of the test data
was derived by using a Python function, the numpy.polyfit
function, to identify the coefficient of (4), which is the re-
lational expression of the target area detected by an image
sensor and the relative distance, from the area calculated by
using the method that is mentioned in section 5.1 and the
ground truth of the relative distance when the image data was
recorded. Only the data of the first out of seven tests was
used to derive the approximate function. Figure 7 shows the
relationship between the area of the stop target in the im-
ages (vertical axis) and the reciprocal of the ground truth of
the relative distance (horizontal axis) when the images were
recorded and the quadratic approximation function. Accord-
ing to equation (4), the relationship between the area of the
stop target and the reciprocal of the relative distance is ap-
proximately a quadratic relation, and it was confirmed that
the test data was expressed by the approximate expression.
From the above results, (6) was obtained as an approximate
relational expression of the area and the relative distance of
the stop target in the images under the current test conditions.
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The solution obtained by substituting the area S;,,, obtained
by image recognition into (6) is the estimated relative dis-
tance, and (7), which is an estimated relative distance calcu-
lation formula, is obtained from the solution formula.

2 x 1604558
11834 + \/118342 — 6418232 (56 — S i)

X

5.3 Evaluation of Self-localization Accuracy The
accuracy of self-localization estimation in the proposed
method was evaluated. Under the test conditions, the stop tar-
get was out of the frame of the image 10 m before the stop tar-
get, so the data 10 m before the stop target was excluded from
the evaluation. Also, we evaluated data during an arbitrary 10

938

Table 2. Maximum absolute value of deviation of pro-
posed method [m]

No. 20M 30M 40 M 50 M
2 0.23 1.26 1.58 3.07
3 0.16 1.21 1.48 2.60
4 0.33 0.87 2.30 2.41
5 0.33 0.82 1.45 2.22
6 0.28 1.33 242 0.99
7 0.41 1.70 3.58 4.47

Table 3. RMSE of proposed method [m]

No. 20 M 30M 40 M 50 M
2 0.10 0.41 0.89 1.89
3 0.07 0.28 0.53 0.98
4 0.14 0.38 1.42 1.00
5 0.13 0.58 1.09 1.39
6 0.19 0.99 1.88 0.44
7 0.25 1.30 2.50 3.03

seconds at each stop position among the data for the second
to the seventh trial except for the first test used for the calcu-
lation of (6). In this paper, the accuracy of self-localization
estimation is evaluated as a deviation between the estimated
relative distance up to the stop target and ground truth of rel-
ative distance. Therefore, the estimation accuracy & is ex-
pressed by (8).

E= X = Xyoqtl -+ -+ v

Here, x is the estimated relative distance, and X,.,; is the
ground truth when the image data is acquired. The results are
shown in Tables 2 and 3. The maximum absolute value of
deviation was about 4 m at 50 m before the target position. It
was confirmed that the deviation became smaller as the dis-
tance to the stop target shortened, and the maximum absolute
value of deviation was about 0.4 m at 20 m before the target
position. At 20 m before the target position, the estimation
accuracies of all test data satisfied the required accuracy of
self-localization estimation, 0.8 m. The root mean squared
error (RMSE) also decreased as the vehicle approached the
stopping target position, and the maximum RMSE was 0.3 m
at the stop position of 20m. It was confirmed that the pro-
posed method has high accuracy in self-localization estima-
tion for stopping control.

As a comparison with the proposed method, a method of
estimating the self-localization of automobiles by using road
direction signs whose positions are known is used ®. In this
method, the relative positions between road signs and a car
are derived by matching the feature of the camera image of
the road sign and the feature of the corresponding database
image using the Oriented FAST and Rotated BRIEF method.
The position of an automobile is estimated from the Univer-
sal Transverse Mercator (UTM) coordinates of a road sign
and the relative position between the road sign and the car.
When the relative distance to the sign was 17 m, the RMSE
was 0.36 m, and when the distance was 33 m, the RMSE
was 2.12m. Since the relative distances were not exactly the
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same, we cannot compare them directly, but the RMSE of our
proposed method was 0.25 m maximum at a relative distance
from the target of 20 m and 1.3 m when it was 30 m. It seems
that our proposed method performs well compared with the
method proposed in paper ®.

Figure 8 shows a comparison between the estimated rela-
tive distance and required accuracy. The deviation in the esti-
mated relative distance was relatively large far from the target
position, so it does not meet the required accuracy. The devi-
ation converged and satisfied the requirement as the vehicle
approached the stopping target position. The estimated rela-
tive distance was calculated smoothly even when the vehicle
was moving to the next position.

5.4 Considerations From the test results, the accu-
racy of the self-localization tended to decline (the dispersion
became larger) as the distance from the stop target became
longer. This is considered to be caused by the fact that the
sensitivity of the relative distance to the area in an image is
large at a distance, so the relative distance greatly changes
even when there are slight area fluctuations due to noise. Un-
der the test conditions in this case, it was found that it was
necessary to approach the stop target to about 20 m to stably
estimate the vehicle position. When the self-localization is
corrected 20 m before the stop target position, there is a pos-
sibility that the proportional control of the stopping control
may not control the vehicle to the target position accurately.
Therefore, when the proposed method is applied to the stop-
ping control of public transportation, it is desirable to install
multiple targets on the ground far from the target stopping
position so that the stopping control can stop the vehicle ac-
curately.
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Alternatively, it is also conceivable to adjust to the focal
length where the stable self-localization is obtained so that
stopping control can stop the vehicle accurately.

In this study, a simple color sign was used as a stop target,
but it is also possible to use a two-dimensional code as a stop
target. If the information on the absolute positions of stop tar-
gets were recorded in the two-dimensional code, a database
of this information would be unnecessary, which would make
it easy to introduce stopping control to underground railways.

6. Conclusion

We proposed vision-based localization using image recog-
nition as a method for self-localization with high accuracy
and low cost. The accuracy of the self-localization estima-
tion of the proposed method was evaluated by using image
data acquired with a test line under outdoor conditions. When
the distance from the stop target was longer than 20 m, there
was a trial that did not satisfy the required self-localization
estimation accuracy for the stopping control of public trans-
portation systems, that is, 0.8 m. We confirmed that, at 20 m
before the target position, the estimation accuracies of all test
data achieved the required accuracy. In the future, we will
carry out a test of stopping control using an actual vehicle that
incorporates the proposed method. These results stated above
are only for the daytime condition. Therefore we need more
verifications about our technology on various severe condi-
tions like night, rain, fog, etc. to apply it to commercial uses.
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